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SUMVARY

Because software is unsuited to traditional hardware-oriented
hazard analysis techniques, System Safety Engineers nust ensure
that Software Safety requirements are part of the specification
docunent s. Selected software hazard analyses should be used
during the design phases to detect software deficiencies and
assure that adequate safety features are designed into the
sof t war e. This Software Safety Quide is provided to assist the
System Safety Engineer in devel oping and/or managing a Software
Safety Program and provide insight into the safety requirenents
for the design of safety critical software. The Safety engi neer
faces new challenges when integrating Software Safety into the
total system safety effort. To assist the System Safety Engi neer
with inplenentation, this guide will:

* Define Software and Software Safety terns.
* Explain the use of the Software Safety Matri x.

* Discuss the inplenentation of the Software Safety
Program Pl an ( SWSPP) .

* Discuss Software Safety requirements in the Statenent
of Wrk (SOW.

* Discuss software docunentation and configuration
managenent .

* Discuss previously devel oped or NDI software.
* Discuss Software Safety anal ysi s/ guidelines.

*  Provide an exanple of a Software Safety Design
Verification Checklist.
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SOFTWARE SYSTEM SAFETY GUI DE

1. Introduction

In the past, industry in general considered increased produc-
tivity as the nost inportant aspect of Software Engi neering. Very
little was nentioned about the reliability of the software product
and not hing about the safety of the software product.

In recent years, the role of software has becone integral to
the command and control of conplex and costly systens upon which
human |ives may depend. This role has conpelled both the Depart-
ment of Arny and Industry to establish goals of highly reliable
and productive safe software in which hazard-causing faults or
errors are unacceptable. These new goals require the support of
prof essionals who have attained sone |evel of expertise in the
various aspects of software and firnmware. The Safety Engi neer
should be able to apply system safety nethods and techniques to
the analysis of software with a reasonably high Ilevel of
confidence in order to certify the safety of the overall system

Because Software Safety is a field in its infancy, all of the
usual birthing and growi ng pains have to be experienced. Recent
incidents involving software are strongly suggestive of the risks
i nvol ved. System Safety Engi neers need to recognize that software
is just another system conponent, and that this conponent can
contain errors or defects which can cause undesired events in the
overall system System Safety Engi neers nust work in conjunction
with Software Engineers to identify those errors which can cause
hazards or produce undesired events.



2. Cetting a Software Safety Program Started

Most new nateriel developnent efforts are predomnantly
software-controlled. The Qperational Requirenents Docunent (CORD)
is the first document that should specify software and hardware
hazards that will be elimnated or controll ed. By specifying
software hazards in the ORD, the System Safety Engi neer has the
basis for initiating a Software Safety program Oten, at this
point intinme, it is very difficult to do this, since requirenents
are not well defined. The System Safety Engi neer shoul d include
general i zed statenments to cover these hazards. The System Safety
| essons | earned data base for enbedded software may be able to
gi ve Engi neers sone exanpl es.

Software Safety should then be included as part of the Request

For Proposal (RFP). Inclusion of Software Safety into the RFP
will alert the contractor that a Software Safety effort wll be
required as part of the contract. The followng itens can be

included in the RFP;

a. The devel opnent of any firmmare associated with safety-
related functions, data, or storage should be controlled as
software instead of hardware. This requires that firmare have
i ncreased configuration control, testing, and quality assurance
(see Section 12, def. of Firnmware).

b. A Hardware Ri sk Assessnent Matrix and a Software Safety
Matrix shoul d be specified in the RFP. The conbi ned use of these
matrices will assist in identifying the required safety effort
(see Section 3).



c. Exanples of anticipated hazards should be provided to the
contractor via the Software Safety Specification/ CGuidelines, that
are referenced in the SOW This information is typically
avai l able from mshap/incident reports associated with simlar
systens (in the field as well as the test environnent). It is
expected that a contractor will, at |east, repeat these in his
proposal . Exanmpl e hazards should include software or hardware-
effected failures.

d. The definition of risk in DOD STD-2167A shoul d be expanded
to include Safety risk (see Section 12, def. of risk managenent).

e. The RFP should require a Software Safety Program Plan
(SWEPP), wusing DI -SAFT-80100, to be submtted as an appendix to
both the System Safety Program Plan (SSPP) and the Software
Devel opnent Plan (SDP). The System Safety engi neer can judge the
| evel of integration of the Software Safety tasks, nanning, and
I'iaisons as referenced in both the SSPP and SDP (see Section 4).

f. The Request for Proposal (RFP) should also require a
Software vs. Hardware Safety lifecycle flow diagram to be
submtted as part of the proposal (see Figure 1).

g. A draft Software System Safety Design Verification
Checklist should also be included in the RFP (see appendix A).
This will enable Software and Safety Engineers to better assess

and identify the safety critical requirenments and interfaces.
This checklist can then be tailored and used to devel op software
safety tests. Furthernore, it wll also ensure traceability to
t he requi renment/specification docunents.



3. Software Safety Hazard Assessnent Process

When inplenenting software safety as part of an overall system
safety effort, it is critical to specify a Software Safety matrix
as well as a hardware matrix. The hardware matrix is a famliar
tool but the Software Safety matrix nust be approached from a
di fferent perspective.

3.1 Software Hazard Criticality Mtrix

The Software Hazard Criticality Matrix (See Figure 2) is
simlar in formto the Hazard R sk Assessnent Matrix for hardware,
but the purpose is to define the level of testing rather then the

hazard category. The matrix is established using the Software
Hazard Severity Categories for the colums and the Software Hazard
Control Categories for the rows. The matrix is conpleted by

assigning a Software Hazard Assessnent Code | ndex nunber to each
element. A Software Hazard Assessnent Code (SHAC) of "1AT, 1AN,
11T, 10C, 11D, 2AT, 2AN, or 2IT" fromthe matrix inplies that a
significant and rigorous anount of analyses/testing is needed. A
SHAC of "2ID, 20C, 3AT, 3AN, or 30C' inplies that in-depth testing



and a high level analysis of requirenents and design are needed. A
SHAC of "30C, 31D, 4AT, 4AN, 41T, 4CC, or 41D inplies that sone
| evel of testing is needed and requires verification from the
managi ng activity.

(NOTE: Unlike the hardware related RAC, a |ow index nunber
does not nean that a design is unacceptable. Rather, it indicates
that greater resources need to be applied to the analysis and
testing of the software and its interaction with the system to
reduce the systemrisk to an acceptable |evel.)

A hazard index code should be assigned to each identified
software-related hazard of the program wusing the Hazard
Criticality Matrix.

3.2 Hardware vs. Software Safety Matri X

A System R sk Assessnment Matrix and a Software Hazard
Criticality Matrix should be included in the RFP. This w il
assist the contractor in initial Design Trade studies. Note that
the Hardware Risk is a conbination of severity and probability of
t he hazard under investigation. A ranking system of high, nedium
and | ow should be furnished. The Software Safety Mtrix is used

when software nmay control, nonitor, or contribute to a system
| evel safety hazard. The system|evel hazard severity is fixed by
the system architecture and other design paraneters. The

row colum position of the software under investigation wll
determne the level of rigor to which Software Safety anal yses,
configuration control, sof twar e engi neeri ng, and quality
assurances wll be exercised to assure that the software safely
perfornms, in the mssion environnent, the functions for which it
was desi gned.

3.3 Software Hazard Control Categories

The specified levels of software control for hazardous
function software are as foll ows:

a. Autononous Tinme Critical - Software exercises autononous
control over potentially hazardous hardware systens, subsystens or
conmponents wi thout the possibility of real time human intervention
to preclude the occurrence of a hazard. Failure of the software
or a failure to prevent an event leads directly to a hazard's
occurrence. An exanple would be an aircraft automatic | anding
system



b. Autononmous/Not Tine Critical - Software exercises control
over potentially hazardous hardware systens, subsystens, or
components allowing tinme for human intervention by independent
safety systens to mtigate the hazard. However, these systens
t hensel ves are not considered adequate for safety; therefore,
corrective action may be necessary. An exanple would be an
automatic terrain following flight control system

C. Information/ Tine Citical - Software item displays
information requiring imediate operator action to mtigate a
hazar d. Software failures will allow or may not be designed to
prevent the hazard' s occurrence. An exanple would be mssile
range control safe flight path paraneters.

d. Operator Control - Software itens issue commands over
potentially hazardous hardware systens, subsystens or conponents
requiring human action to conplete the control function. There
are several, redundant, independent safety nmneasures for each
hazar dous event. An exanple would be weapon release from a
traditional aircraft.

e. Information Decision Algorithm - Software generates
information of a safety critical nature used to nmake safety
critical decisions. There are several, redundant, independent

safety neasures for each hazardous event.

f. Not Safety Related Software - Software which controls no
hazardous functions. This designation is required to:

(1) Showthe Iimts of safety analysis and test.
(2) Docunent reasons for limts of effort.
(3) Get custoner approval of the set limts.

(4) Conserve resources to | ower cost.

4. Software Safety Program Pl an ( SW5PP)

The devel opnent and support of a safety critical software
system requires application of specific system and software
engi neering techniques within a safety nanagenent franmework.
Saf ety managenent nakes explicit the safety-related activities in
each phase of the software |ifecycle. The SWSPP shal |l descri be
how t he organi zation shoul d plan, develop, inplenent, and maintain



an effective Software Safety Program The SWSPP shall specify
safety-related activities to be carried out for each devel opnent
activity. The SONw ||l give the details/contents that should be
included in the SWSPP, as foll ows:

(1) Until the contractor's experience |evels increase, and
to assist in grading a proposal, the RFP should require a Software
Safety Program Plan (SWSPP) (using D D SAFT-80100), and be
submtted as an appendix to both the Software Devel opnent Plan
(SDP) (DI - MCCR-80030A), and the System Safety Program Pl an ( SSPP)

The nmeasures of conpliance will be based on a credible state-of-
the-art SWEPP and the level of integration of the SWPP tasks,
manni ng, and |iaisons as referenced in the SSPP and SDP.

(2) The contractor shall devel op and inplenent a net hod of
identifying safety software functions and requirenents in the
sof tware docunent ati on. The safety critical functions should be
designated as Safety Oitical Conputer Software Conponents
(SCCSCs) or Safety Citical Conputer Software Units (SCCSUs).
During the software safety process, the contractor should ensure
t hat subsequent software design docunents identify the SCCSCs and
SCCSUs appropriately.

(3) The contractor should devel op and inplenent a tracking
system within the configuration managenent structure for SCCSCs
and SCCSUs and safety design requirenents. The tracking system
should include the flow of safety functions and requirenents
t hrough the software docunentation. The tracking should include a
description of t he requi r enent and ref erences to t he
i npl ement ati on of each requirenment at each | evel of docunentati on.

(4) The contractor's System Safety O ganization should
participate in the developnent of the Software Devel opnent Pl an
(SDP), Software Quality Evaluation Plan (SQP), and other
docunments governing the contractor's software devel opnent and
eval uati on process. System Safety will incorporate appropriate
design guidelines and requirenments. The contractor shall devel op
Software Safety Evaluation criteria and incorporate these criteria
into the SQEP

4.1 Sof t war e Devel opnent Pl an

The Software Devel opnent Pl an shoul d descri be:

(1) how the software requirenents are derived from the
initial requirenents of the system
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(2) when and how the programis structured and coded,

(3) when a hazard analysis is performed on the soft-
war e/ syst enf conponent and whether this analysis remains ongoing
t hr oughout devel opnent as revi sions and enhancenents occur,

(4) when verification, validation and design reviews are
conduct ed,

(5) what criteria nust be net for a fornmal rel ease
of the software,

(6) what procedure are used to ensure that all software
revisions and testing requirenents are traceable to corresponding
sof tware or programrequirenents,

(7) what procedures are used to assure that software and
systemtesting requirenents are kept current with revisions, and

(8) what quality assurance procedures are followed during
desi gn and devel opnent phases.

4.2 Docunentation Requirenents

Systematic docunmentation control at every phase of the
devel opnent cycle is an essential part of ensuring the safety of
the design and inplenentation. Several standards (such as DCD
STD-2167A) identify docunentation for both critical and non-
critical software.

A section of the SWSPP shall specify docunents to be used and
their contents. The devel opnent organi zation may el ect to prepare
i ndependent safety docunents or nmay integrate the safety
docunentation with other program docunents. Whi chever form is
chosen, the followi ng additional docunmentation requirenents exist
for safety critical software

(1) Results of Software Safety Requirenents Anal ysis

(2) Results of Software Safety Design Anal ysis

(3) Results of Software Safety Code Anal ysis

(4) Results of Software Safety Test Analysis

11



For each of the reports listed above, the SWSPP should define its
content.

4.3 Addi ti onal Docunent ati on

Docunents prepared |AW existing standards (i.e., DOD STD
2167A) can provide the framework within which nmany software safety

program needs can be acconpli shed. However, these standards do
not specifically highlight safety related activities. The
information specific to the Software Safety Program nmay be
included through augnentation of the naned docunents. The
foll owi ng docunents shoul d be addressed:

(1) Software Program Managenent - Docunentation of how the
Software Safety Program will be inplenented, integrated, and

managed wth other devel opnent activities. The Software Devel op-
ment Plan (DOD STD 2167A), can be augnented to include this
i nformation.

(2) Software Safety Requirenments - Specification of safety
requirenents to be net by the software to avoid or control safety
hazards should be prepared. The Software  Requirenent

Specification (SRS) (DCOD STD-2167A) can be augnented to include
this infornation.

(3) Sof tware Devel opnent Standards, Practices, and Conven-
tions Approved, controlled, and/or prohibited practices that are
essential to achieve system and software safety objectives and
requi rements shoul d be specified.

(4) Test Docunentation - Specific test planning, test design,
test cases, test procedures, and test reports should be prepared
and/or performed to denonstrate that safety requirenments are
satisfied. The Test Docunentation identified in DOD STD 2167A may
be augnented to include this information. The final Test Report
shoul d i ncl ude and assess the residual safety risk with respect to
i nconpl ete changes or updates to the software and the system | eve
hardware. This is essential, since these docunents wll be used
for preparing the software materiel release statenent.

(5) Software Verification and Validation - Information
regarding how Software Safety wll be verified and validated
shoul d be prepared. The nethod(s) to ensure the traceability of
safety requirenents to the specifications, inplenmentation, and
safety related test cases should be specified. The formal report
submi tted by the independent |1V&V agent (I AW DOD- STD-2167A section
4.1.7) should include the results of safety-related V&V

12



activities. This is in addition to the requirenents | AW DOD- STD-

2167A, for general software engineering practices. The results
can be included or conmbined with other V& or V&V efforts. These
results will also be analyzed to ensure that no residual hazards

exist in order to prepare a software materiel rel ease statenent.

(6) Software User Docunentation - Information that may be
significant to the safe installation, use, nmaintenance, and/or
retirenent of the system should be prepared. The Software Users

docunentation described in (DOD STD-2167A) nay be augnmented to
include this information.

13



5. Configuration Managenent Activities

The correct configuration of the safety critical software is
an essential elenent in the overall integrity of the system being
devel oped. Ri gorous configuration managenment nust be in force
during all phases of the software lifecycle, fromproject initia-
tion through system retirenent, and shall include appropriate
control of program docunentation, source code, object code, data
devel opnment tools, environnents (both hardware and software), and
test cases. Software Safety configuration control, in sone cases,
should be required in the SWSPP. A section of the SWBPP should
descri be how the software configuration should be managed | AW an
approved Configuration Mnagenent Plan (CWP). Approved net hods
and/or tools should be used for configuration control, access
control, and status reporting. DOD STD 2167A section 4.5 provides
gui dance on planning software configuration nmanagenent practices.

Particular attention shall be paid to the process by which
changes to specific safety critical software itens are authorized
and access granted to specific safety critical configuration itens
for incorporation of approved changes.

5.1 Configuration Control Board

A section of the SWSPP should also include a description of
the roles and responsibilities of the safety personnel in the

change evaluation, change approval, and change verification
processes. The relationship between the Configuration Control
Board (CCB) and other boards, which nmay have safety related
responsibilities, should be identified. It is strongly

recommended that the CCB have a Software Safety representative as
a menber.

5.2 Additional Requirenents

A description of the provisions for ensuring that
configuration managenent of the followng software neets the

14



additional requirenments necessary for safety critical software
shoul d be prepared and included in the SW5PP:

(1) Software Devel opnment Tool s
(2) Previously Devel oped Software
(3) NDI Software

(4) Subcontractor Devel oped Software

6. Previously Developed or NDI/Commercial Of-The-Shelf (COIS)
Sof t war e

Previ ously devel oped or GFE software (i.e., operating systens,
scientific subroutine libraries, display nanagenent systens, data
base system etc.) may be used in whole or in part to satisfy
system requirenents. Additionally, this software may permt or
require its characteristics to be tailored or adapted through
linking to other software or through access to data. The use of
previ ously devel oped or purchased software in a safety critical
application does not exenpt that software from provisions of the
SWEPP.

6.1 Safety Critical Approval Process

The use of previously devel oped or purchased software in a
system with safety critical operations necessitates conpleting an
approval process that should include the foll ow ng steps:

(1) Determne the extent to which the previously devel oped or
purchased software will be used in a safety critical system

(2) | dentify rel evant docunent s (i.e., pr oduct
speci fications, design docunents, usage docunents, etc.) that are
available to the obtaining organization, and determne their
st at us.

(3) Determne the conformance of the previously devel oped or
pur chased software to published specifications.

15



(4) Identify the <capabilities and Ilimtations of the
previously developed or purchased software wth the program
requirenents.

(5) Test the safety critical features of the previously
devel oped or purchased software independent of the programs
sof t war e.

(6) Test the safety critical features of the previously
devel oped or purchased software with the program s software.

(7) Perform a hazard assessnment to determine if the use of
the previously developed or purchased software will result in
undertaking an acceptable level of testing even if unforeseen
hazards result in a failure.

6.2 Safety Critical Concerns

Previ ously devel oped or purchased software that should not be
used in safety critical software products are those that:

(1) Cannot be adequately tested
(2) Present significant risk of hazardous failure
(3) Becone unsafe in the context of its planned use, or

(4) Represent significant adverse conseguences in the event
of a failure.

The inability to determine the level of risk or the
consequence of failure is justification for rejecting the use of
the previously developed or purchased software. Equi val ent
anal yses, tests, and denonstrations by the vendor of the adequacy
of the vendor supplied software for wuse in safety critica
application may be accepted as satisfying the intent of the above
requirenents.
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Previ ously devel oped or purchased software that is obtained as
source code and nodified for use by the project should be subject
to the sane Software Safety Programrequirenents as are applied to
new sof t war e.

7. Software Safety Anal yses

The Software Safety tasks included in ML-STD 882B, Notice 1,

will increase the costs of the system safety program Thi s
increased |evel of effort in software safety analyses wll also
result in a greater nunber of hazards requiring the Program
Manager's attention. However, the initial increase in overall
program devel opnent costs will result in lifecycle savings due to
fewer software and system fail ures. It should be noted that the

potential benefits of Software Safety, especially for |arge scale
systens, should justify these costs.

The Prelimnary Hazard Analyses (PHA) are the first step in
determining the level of Software Safety effort required. Once
the prelimnary hazards are identified, these can be attributed to
software or hardware. The Software Safety Program Plan (SWEPP)
shoul d address how the contractor plans to tailor the analyses,
and the configuration control nethodology, based on those
speci fi ed hazards.

Software Safety tasks, from the 300 series of M L-STD 882B,
Notice 1, should be specified to address the identified hazards.
Tailoring of these tasks is crucial in keeping the cost of the
program down. Software Fault Tree Analysis, Code Analysis, Petri-
Net Analysis, and other nethodologies are |abor intensive and
shoul d be directed toward specified hazardous conditi ons.
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8. Ceneral Quidelines for Designing Safety-Critical Software

The primary events in a Software Safety program include
identifying the hazardous conditions controlled by software,
determning the extent of control on these software functions, and

ensuring that the software is tested. The following are sone
gui delines that should be followed when designing safety-critica
sof t war e. These guidelines should be included in the Software

Safety Specification, and included as part of the Procurenent Data
Package i nput.

a. The safety-related code should be isolated physically.
the safety-related software should be on as few circuit cards as
possible to mnimze configuration control

b. The safety-related functions should be identified wthin
the system This allows the software code to be traced and
checked for errors.

c. The safety-related code should be single entrance-exit so
that erroneous input or output does not create a hazardous
condition. The analysis and test of the software will be enhanced
by decreased conplexity; avoid "spaghetti code."

18



d. The software should always initialize in a known safe
state.

e. The conplexity of safety-related software should be
considered in the software design. Conpl exity can be controlled
by elimnating "GO TO'" and "with"ing nultiple packages together in
Ada, and by optim zing the nunber of safety interlocks to perti-
nent -state description input and diverse-state sanple testing.

f. The environnent of operation should be considered when
designing the location of software within the system

g. The software should be designed such that a single point
failure cannot create a hazardous condition.

h. System and Subsystem specifications should be reviewed to
identify and verify operator-software interfaces.

i. Functional flow diagrans (or their functional equivalent),
storage allocation charts, and other program docunentation should
be analyzed to ensure specification and safety requirenents have
been net.

j]. The software should perform a status check of safety-
critical elenments prior to executing a potentially hazardous
sequence.

k. The software should incorporate a mninmum of two separate
i ndependent commands to initiate a safety-critical function.

l. Safety Critical Conputer Software Conponents (SCCSCs) in
whi ch changes have been nmade shall be subjected to conplete
regression testing. This is applicable to all software
devel opnment projects where version updates and enhancenents, to
fiel ded and devel opnental software, are nmade in order to sustain
full materiel release of the software. Al changes (i.e., code
level) nust be analyzed, reassessed, and tested to ensure
resol ution. All docunentation should be updated, and
Configuration Control/Mnagenent of changes nust include a safety
sign-of f.
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9. Concl usi on

Lessons |l earned are extrenely inportant. Until Data Recorders
or other On-Board Diagnostic Recorders are available, only

corporate menory or tribal know edge will keep us from repeating
past m st akes. At some point in the near future, the Software
Safety Action Commttee will call for submttal (see Foreword of

this docunent), of all available lessons learned to conpile a
sanitized list, which will then be nade available to all users via
a database. It was pointed out in the Software Safety course that
| essons learned will be crucial to passable Software Safety on any
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project. An appendix to this docunent is being established which
will contain software safety | essons |earned/incidents. This wll
be constantly updated as reviewers enter their specific software
saf ety hazards.
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10. Recommendat i ons

Training for Software Safety is available from

* McKinlay & Associ ates
15669 Century Lake Dr.
Chesterfield, MO 63017
Instructor: Archibald MKinlay (314) 532-2136/ 5657
3 days at your |ocation

(or)

* University of Southern California
Institute of Safety & Systens Managenent
Los Angel es, CA
Instructors: A MKinlay, & Dr. Gerald MDonal d
3 days at USC

* University of Maryl and
Software Reliability Course
Instructor: Dev Reheja
2 days at University of Maryland

The AMC Action Conmttee received training from MKinlay &
Associ at es.

Future actions of the Software Safety Action Commttee wll
addr ess: (1) Safety Statenments in the Qperational Requirenents
Docunent (CORD), (2) Software Safety Analysis Techniques, (3)
Software Safety in projects already in developnent, and (4)
testing products which have not received the benefits of Software
Saf ety Engi neeri ng.
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12. Definitions, Terns, and Acronyns

The following are definitions of words, ternms, and acronyns
used in this docunent, or in other docunents relating to software
and software safety.

(NOTE: Al though the following termnology is relatively new
to the safety community, it is wdely accepted and used in various
mlitary and industry standards.)

Conput er Hardware - Devices capable of accepting and storing
conputer data, executing a sequence of operations on conputer
data, or producing any output data (including control outputs).

Conputer Software (or Software) - A conbination of associated
conputer instructions and conputer data definitions required to
enabl e the conputer hardware to perform conputational or control
functions.

Conputer Software Conponent (CSC) - A distinct part of a
computer software configuration item (CSCl). CSCs nmay be further
deconposed into other CSCs and Conputer Software Units (CSUs).

Conputer Software Configuration Item (CSCl) - Software that
is designated by the procuring agency for configuration
managenent .

Conmputer Software Unit (CSU - An elenent specified in the
design of a Conputer Software Conponent (CSC) that is separately
testabl e.

Firmmare - Software that resides in a nonvolatile nedi umthat
is read-only in nature, and is conpletely wite-protected when
functioning in its operational environnment (i.e., PROM ROM EPLD,
PLA, and MMC as well as transistor circuits) Firmvare for
safety-related functions, data, or storage, shall be controlled as
software during devel opnent and test. The contractor is responsi-
ble for the safety of commercial firmvare, and this should be
reflected in the contract and RFP.

Hazard - A condition that is a prerequisite for an accident.
(See AR 385-16.)

Hazardous Operation/Condition - An operation (activity) or
condition (state) which introduces a hazard to an existing
situation wthout adequate control of that hazard, or renoves or
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reduces the effectiveness of existing controls over existing
hazards, thereby increasing m shap probability or potential m shap
severity, or both.

| ndependent Verification and Validation (1V&V) - An
i ndependent test and evaluation process that ensures that the
conput er program satisfactorily perfornms, in the mssion
envi ronnent , the functions for which it was designed.

Verification is the iterative process of ensuring that during each
phase of developnent the software satisfies and inplenents only
those software safety requirenents that were approved at the end
of the previous phase. Validation is the test and evaluation
process to ensure that the software neets all system and software
safety performance requirenents.

Managi ng Activity - The organi zational elenment of DOD assi gned
acqui sition managenent responsibility for the system or prine or
associ ate contractors or subcontractors who wi sh to inpose system
safety tasks on their suppliers.

Menory - An electronic, mechanical, nagnetic, or other
technology device, or location wthin such a device, where
software data is stored.

M shap Probability - The nunerical likelihood that a m shap
wi Il occur given a defined set of circunstances. This term does
not reflect the reliability of the software, which is the likeli-
hood of a software conponent error (commonly referred to as a
software "bug") rendering the software usel ess. Saf ety anal yses
assune a software reliability of 1. (See M L-HDBK-217.)

Non- Safety-Critical Conputer Software Conponent - Conputer
software conponent (unit) which does not control safety-critica
har dware systens, subsystens, or conponents, and does not provide
safety-critical information.

Product Baseline - Configuration Iten(s) which have design
frozen at established program mlestones (SDR, PDR CDR), and
ultimately subjected to formal testing and configuration audits
prior to delivery.
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Reduced Instruction Set Chip (RISC) - The RISC style architec-
ture may be said to be characterized by the foll ow ng features:

(1) A small set of primtive instructions of essentially the
sane size is available

(2) Each instruction is executed in one nmachine cycle.

(3) The instructions provide support for high | evel |anguages
and their conpilers.

(4) Only load/store instructions access nenory. The ot her
i nstructions operate upon registers.

R sk Managenent - The process whereby nanagenent deci sions are
made and i npl enented regarding the control of risks. The contrac-
tor shall document and inplenent procedures for risk nanagenent.
The contractor shall identify, analyze, prioritize, and nonitor
the areas of the software developnent project that involve
potential technical, cost, schedule, and safety risks.

Safety-Critical Conputer Software Conponent (SCCSC) - Conputer
software conponent (unit) whose inadvertent response to stinuli
failure to respond when required, response out-of-sequence or in
unpl anned conbination with others, can result in a critical or
catastrophic m shap, as defined in ML-STD 882B

Safety Integrity - The ability of a control system to work
correctly (this includes shutting down safely if a fault occurs),
whi ch depends on the entire system not just the conputer.

Safety Kernel - An independent conputer programthat nonitors
the state of the system to determine when potentially unsafe
system states occur or when transitions to potentially unsafe
system states may occur. The Safety Kernel is designed to prevent
the systemfromentering the unsafe state and return it to a known
safe state.

Software - All instructions, logic, and data, regardless of
the nmediumon which it is stored, that is processed or produced by
automati ¢ nmachines and which is used to control or program those
machi nes. Software, as used in the context of this docunent, also
includes firmvare and docunentation associated with all of the
above.
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Software Error - a mstake in engineering, requirenents,
specifications, coding, or design of software.

Software Failure - the result of a fault or a system that
doesn't neet specification.

Software Fault - the manifestation of an error.

Software System Safety - The optim zation of system safety in
t he design, devel opnent, use, and nmai ntenance of software systens
and their integration with safety-critical hardware systens in an
operati onal environnent.

Software System Safety Analysis - The use of iterative
analytic, inspection, and test techniques to optimze system
safety in the design, developnent, use and mai ntenance of safety-
critical conputer software conponents of hardware systens; and, to
assess residual software-related mshap risk in the system

Support Software - All software used to aid the devel opnent,
testing, and support of applications, systens, t est and

mai nt enance software. Support software includes, but is not
[imted to:
a. Conpil ers, assenblers, linkage editors, libraries and

| oaders required to generate nachi ne code and conbi ne hierarchica
conmponents into executabl e conputer prograns.

b. Debuggi ng software.

c. Stimulation and sinulation software.

d. Data extraction and data reduction software.

e. Software used for managenent control, software configura-
tion managenent, or docunentation generation and control during
devel opnent .

f. Test software used in software devel opnent.

g. Design aids, such as program design |anguage tools, and
probl em st at enent anal ysis tools.
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h. Test and mai ntenance software to assist in fault diagnosis
and isolation, operational readiness verification, and system
al i gnment checkout of the system or its conponents. It may be
used to check out and certify equipnent and total system at
installation, reinstallation, or after maintenance. It is also
used in accordance with prescribed procedures to maintain the
system throughout its operational life. It should be noted that
the test and maintenance software may reside in another system
such as a Test Program Set (TPS)

System Safety - The application of engineering and nanagenent
principles, criteria, and techniques to optimze safety within the
constraints  of oper ati onal ef fecti veness, tinme, and cost
t hroughout all phases of the systemlife cycle.

System Software - The totality of operational software
resident in a conputer (operating system executive prograns,
application prograns and data bases) associated with a system

Version - An identified and docunented body of software.
Modifications to a version of software (resulting in a new
version) require configuration nmanagenent actions by either the
contractor, the contracting agency, or both.
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APPENDI X A

SYSTEM SOFTWARE SAFETY CHECKLI ST
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| TEM

SYSTEM SOFTWARE
SAFETY CHECKLI ST COWPLI ANT:

GENERAL/ M SCELLANEQUS

Provides for precluding dependence on adm nistrative procedures.

Provides for using information control
for deriving the authorization code for the activation of the
aut hori zati on device.

Provides that the software contains only features or capabilities
required by the system and that it does not contain additional
capabilities, e.g., testing, troubleshooting, etc.

Provides for positive control of systemsafety-critical functions at all
times.

Provides for safety-critical sub-routines and sub-prograns to include
"conme from' checks to verify that they are being called froma valid
cal ling program

SEPARATI ON OF COMVANDS/ FUNCTI ONS/ FI LES/ PORTS

Provides for using separate |aunch authorization and separate |aunch
control functions to initiate a missile |aunch.

Precl udes the ground ordnance enabling armng code frombeing the same as
the launch authorization code.

Provides for requiring separate "arn and "fire" commands for ordnance
initiation.

Precl udes using input/output ports for both critical and non-critical
functions.

Provides for sufficient difference in addresses for critical input/output
ports vs. non-critical ports that a single address bit failure does not
all ow access to critical functions or ports.

Provides for having files that are unique and have a single purpose.

| NTERRUPTS

Provides for defining specific interrupt priorities and responses.

Provides for software system management of interrupt control so as to not
conpromi se safety-critical operations.
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| TEM

SYSTEM SOFTWARE NON- COVPLI ANT- - -
SAFETY CHECKLI ST COWPLI ANT:

SHUTDOWN RECOVERY/ SAFI NG

Provides for fail safe recovery frominadvertent instruction junps.

Shut down provisions are included in software upon detection of unsafe
condi tions.

Provides for the systemreverting to a known predictable safe state upon
detection of an anonaly.

Provides for software safing of critical hardware itens.

Provides for an orderly system shutdown as a result of a command
shutdown, power interruptions, or other failures.

Requires that the software be capabl e of discrimnating between valid and
invalid external interrupts and shall recover to a safe state in the
event of an erroneous external interrupt.

Provides for entry into a safe state in the event of erroneous entry into
a critical routine.

Protects agai nst out-of-sequence transmission of safety-critical function
messages by detecting any deviation fromthe normal sequence of transmis-
sion. Wien this condition is detected, the software ternminates all
transm ssions, recycles to a known safe state, and displays the existing
status so the operator can take conmpensatory action.

Provides for initializing all unused nenory locations to a pattern, that
if executed as an instruction, will cause the systemto revert to a known
safe state.

Provides for identifying safing scenarios for safety-critical hardware
and including theminto the design logic.

Provides for the capability of reversing or termnating |aunch authori -
zation and ordnance armng functions.

| TEM

SYSTEM SOFTWARE NON- COVPLI ANT- - -
SAFETY CHECKLI ST COWPLI ANT- - - -------

PREVENTI NG PRECLUDI NG DI SALLOW NG ACTI ONS

Provides for preventing inadvertent generation of critical commands.

Provides for disallow ng co-exi stence of potentially hazardous routines.

Provides for preventing bypass of safety devices during test.
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Fol | owi ng conputer menory |oading, automatic control is prevented until
all data is |oaded and verified.

Precl udes inadvertent operation of data entry control to critical
routines.

Provides for precluding a change in state if data synchronization is
| ost.

Provides for prevention of a hardware failure of power interruption from
causing a nmenory change.

Provides for prevention of nenory alteration or degradation over tine
during use.

Provides for program protection agai nst unauthorized changes.

Provides for not allowi ng the safety-critical time limts in decision
logic to be changed by the consol e operator.

Provides for preventing inadvertent entry into a critical routine.

Provides for not allow ng a hazardous sequence to be initiated by a
singl e keyboard entry.

Prohibits transm ssion of any critical command found to be in error and
notifies the operator of the error.

Provides the controlling or nonitoring of nuclear weapons to be incapable
of bypassing operator control of safety-critical functions.

Provides for disallow ng use of workaround procedures when reverting to a
safe configuration after the detection of an anonaly.

| TEM

SYSTEM SOFTWARE
SAFETY CHECKLI ST

Provides for not using a "stop" or "halt" instruction or causing "wait"
state. The CPU is always executing, whether idling with nothing to do or
actively processing.

Provides for detection and term nation of commands requesting actions
beyond the performance capability of the system

Provides for disallow ng performance of a potentially hazardous routine
concurrently with a maintenance action.

MEMORY/ STORAGE DATA TRANSFER

Precludes storage, in usable formof information required to cause
initiation of a safety-critical function.

Provides for self-test capability to assure nenmory integrity.

Provides for prevention of a hardware failure or power interruption from
causing a menory change.

Provides for prevention of nenory alteration or degradation over tine
during use.
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Provides for erasure or obliteration of clear text secure codes from
nenory.

Provides for limting control access to storage devices nmenory.

Provides for protecting the accessibility of menory regions dedicated to
critical functions.

Provides for having safety-critical operational software instructions
resident only in non-volatile ROM

Provides for not using scratch files for storing or transferring safety-
critical information between conputers.

Provides that renpte transfer of data cannot be acconplished until
verification of data to be transferred is acconplished and authorization
to transfer the data has been provided by the operator(s).

Provides for self-test capability to assure nenory integrity.

| TEM

SYSTEM SOFTWARE NON- COVPLI ANT- - -
SAFETY CHECKLI ST COVPLI ANT:

VERI FI CATI ON/ VALI DATI ON CHECKS

When a test specifies for the renpval of safety interlocks, the software
provides for verification of reinstatement of these safety interlocks at
the conpletion of the testing.

Provides for verification and validation of status flags.

Provides for software validation of critical comands.

Provides for verification of the existence of prerequisite conditions
prior to command issuance | AW predefined operational requirenents.

Requires that critical data communicated fromone CPU to another be
verified prior to operational use.

Provides for verification of the results of safety-critical algorithms
prior to use.

Provides for verification of safety-critical paraneters or variables
before an output is allowed.

Deci sioning verifies the sequence and logic of all safety-critical
command nessages and rejects conmands when sequence or logic is
incorrect.

Provides that renpte transfer of data cannot be acconplished until
verification of data to be transferred is acconplished and authorization
to transfer the data has been provided by the operator(s).

Provides that all operator actions that set up safety-critical signals
are verified by software based on control device positions.

Provides for control of analog functions having positive feedback necha-
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ni sms that provide positive indications of the function having occurred

Provides for verification and validation of the prompt for the
initialization of the hazardous operation or sequence of hazardous
operations.

Provides for verification of acconplishnent of each step of a hazardous
operation, or sequence of hazardous operations, by setting of a dedicated
status flag prior to proceeding to and initiating the next step in the
operation of a series of operations.

Provides for verification/validation of all critical conmands prior to
transm ssion.

| TEM

SYSTEM SOFTWARE NON- COVPLI ANT- - -
SAFETY CHECKLI ST COWPLI ANT- - - -------

LOG C STRUCTURE/ UNI QUE CODES/ | NTERLOCKS

Provides for identification of flags to be unique and single purpose.

Provides for using unique armng codes to control critical safety
devi ces.

Provides for inclusion of systeminterlocks.

Provides for using a mnimumof two separate independent commands to
initiate a safety-critical function.

Provides for the najority of safety-critical decisions and algorithms to
be contained within a single (or few) software devel opment nodul e(s).

Provides for single CPU control of a process which can result in major
system | oss, system dammge, or |oss of human life to be incapable of
satisfying all of the requirements for initiation of the process.

Requires that decision logic using registers which obtain values from
end-item hardware and software not be based on values of all "ones" or
all "zeroes."

Requires that decision logic using registers which obtain values from
end-item hardware and software use specific binary patterns to reduce the
l'i kel ihood of malfunctioning end-item hardware/software satisfying the
deci sion | ogic.

Provides for cooperative processing between | aunch control point and m s-
sile computer(s) to process safety-critical functions.

Provides for having safety-critical mpdules with only one entry and one
exit point.

Provides for having files that are unique and have a single purpose.

Provides for not having operational program|oads contain unused
execut abl e code.

REASONABLENESS CHECKS

Provides for software systemreasonabl eness checks on all safety-critical
inputs.

Provides for performng parity or other checks requiring two decisions
before providing an output.
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SYSTEM SOFTWARE NON- COVPLI ANT- - ---- [-----

| TEM SAFETY CHECKLI ST COMPLI ANT- - - - - - - - - -
MONI TORI NG/ DETECTI ON

Provides for inclusion of monitoring of safety devices.

Provides for detection or inadvertent computer character outputs.

Provides for detection of errors during conputer nermory |oading to

term nal |oading process.

provi des for detection of unauthorized operation of data entry control.

Provides for identification of safety-critical functions requiring

conti nuous noni toring.

Provides for detection of inproper processing that could degrade safety.

Provides for detecting a predefined safety-critical anonmaly and inform ng

the operator what action was taken.

Requires that the software be capabl e of discrimnating between valid and

invalid external interrupts and shall recover to a safe state in the

event of an erroneous external interrupt.

Provides for detection of inproper sequence requests by the operator.

Provides for detection of inadvertent transfer of safety-critical

routines.

Provides for detection and term nation of commands requesting actions

beyond the performance capability of the system

SYSTEMSOFTWARE ~ NON-COWPLIANT------  |-----
| TEM SAFETY CHECKLI ST COMPLI ANT- - - - - - - - - -
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I'NITI ALI ZATI ON TI M NG SEQUENCI NG STATUS CHECKI NG

Provides for a status check of critical systemelenents prior to
executing a potentially hazardous sequence.

Provi des the proper configuration of inhibits, interlocks, safing logic,
and exception limts at initialization.

Provides for issuance of good guidance signal subsequent to satisfaction
of performance of flight safety checks.

Provides for timng sufficiency of coomands relative to response to
detected unsafe conditions.

Provides for software initialization to a known safe state.

Provides that all critical timng relative to hazardous operations
processing i s autonmated.

Provides for enploying time limts for operations inpacting systemsafety
and having these tinme limts included in the decision |ogic.

Provides for initializing all unused nenory |ocations to a pattern, that
if executed as an instruction, will cause the systemto revert to a known
safe state.

Provides for matching of observed flight terrain being nmatched to comput-
er stored flight terrain map prior to issuance of critical comands
(e.g., arming, fire, clinb descend, etc.)

Applies the use of software timng coincident with hardware timng to
prevent initiation of safety-critical functions.

| TEM

SYSTEM SOFTWARE
SAFETY CHECKLI ST

OPERATOR RESPONSE/ LI M TATI ONS

Requi res an operator response for initiation of any potentially hazardous
sequence.

Provides for not allowi ng the safety-critical time limts in decision
logic to be changed by the consol e operator.

Provides for concise definition of operator interactions with the
sof tware.
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Provides for the operator cancellation of current processing in a safe
nmanner .

Requires that an operator cancellation of current processing be verified
by an additional operator response.

Provides that the systemresponds to a predefined safety-critical
anomal ous conditions by notifying the operator of the condition and
identifying the action taken.

Provides that upon safing the system the resulting system configuration
or status be provided to the operator and await definition of subsequent
software activity.

Provides that renpte transfer of data can not be acconplished until
verification of data to be transferred is acconplished and authorization
to transfer the data has been provided by the operator.

Provides that operator control of safety-critical functions is maintained
under all circunmstances throughout the weapon system operation.

Provides that all manual actions that set up safety-critical signals are
verified by software based on control device positions.

| TEM

SYSTEM SOFTWARE NON- COVPLI ANT- - - - - -
SAFETY CHECKLI ST COMPLI ANT- - - - - - - - - -

OPERATOR NOTI FI CATI ON

Requires that an override of a safety interlock be identified to the test
conductor by a display on the test conductor's panel.

Provides for generation of critical status to operator.

Provides to operator identification of overrides to safety interlocks.

Provides for software indication if unauthorized action has taken place.

Provides for the systeminform ng the operator of the anomaly detected.

Provi des the system configuration status to operator upon safing of
safety-critical hardware itemns.

Provides for positive reporting of changes of safety-critical states
(e.g., absence of an arned indication does not constitute a safe
condi tion).

Provides for detecting a predefined safety-critical anomaly and inform ng
the operator what action was taken.

Provides for the software systemto display safety-critical timng data
to the operator.
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Provides for the software systenms to indicate to the operator the
currently active operation(s) and function(s).

Provides for identification to the operator that a safing function
execution has occurred: provides the reason for the execution with a
description of the safing action.

Provides for notification of inproper keyboard entries by the operators.

Prohibits transm ssion of any critical command found to be in error and
notifies the operator of the error.

Provides that upon safing the system the resulting system configuration
or status be provided to the operator and await definition of subsequent
software activity.
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